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Abstract. A new inductive learning task is proposed for Datalog programs. In
the learning task an example is a pair \(\langle I, O\rangle\) where \(I\) and \(O\), standing for input
and output respectively, are sets of ground atoms. It means that \(O\) is the least
(Herbrand) model of a learned Datalog program when it is given the input \(I\). An
inductive learning algorithm is presented for this inductive learning task. It is a
modular and anytime algorithm.

1 Introduction

Learning from examples and background knowledge, coined inductive logic pro-
gramming (ILP in short) [1–3], plays a crucial role in knowledge discovering [4]. In general,
different forms of examples motivate different learning settings. For instance, an exam-
ples is a logic interpretation in learning from interpretation [5]; an example corresponds
to an observation about the truth or falsity of a formula in learning from entailment [6];
an example is a proof learning from proofs [7].

We consider a new form of examples in an inductive learning task. Informally spe-
aking, these examples are in the form of a pair \(\langle I, O\rangle\), where \(I\) and \(O\) are sets of
ground atoms. Intuitively, it means that if it is given the input \(I\) then its output is (or
should be) \(O\) (under least model semantics).

We propose a new inductive learning task for Datalog programs where an example
contains both input and output. An inductive learning algorithm is presented for this
learning task, whose properties are analyzed.

The above learning setting approach is quite usual in debugging programs, and thus
it is helpful in debugging Datalog programs by providing revision proposal. It is very
common in locating possible problematic components of an imperative program by run-
ing the program with input, whose output implicitly hints somewhere may be wrong.
As a matter of fact, inductive learning approaches have been investigated in debugging
declarative programming [8–10].

2 Preliminaries

We assume a first-order language \(\mathcal{L}\) without proper function symbols, i.e., function
symbols with arity greater than 0. The signature \(\Sigma\) of \(\mathcal{L}\) includes a set \(\mathcal{P}\) of predicate
symbols and a set \(\mathcal{C}\) of constants, the latter is the domain of variables of \(\mathcal{L}\). The terms
and atomic formulas (atoms in short) of \(\mathcal{L}\) are defined as usual. The set of atoms con-
structing from \(\mathcal{P}\) and \(\mathcal{C}\) is denoted by \(\mathcal{A}\). For our following learning purpose we assume
both \(\mathcal{P}\) and \(\mathcal{C}\) are finite.
A (Datalog) rule [11] \( r \) is an expression of the form
\[
A \leftarrow B_1, \ldots, B_n \quad (n \geq 0)
\]
(1)
where \( A, B_i \) \((1 \leq i \leq n)\) are atoms of \( \mathcal{L} \) such that each variable occurring in \( A \) must occur in at least one of \( B_i \) \((1 \leq i \leq n)\). We denote \( \text{hd}(r) = A \) and \( \text{bd}(r) = \{B_i|1 \leq i \leq n\} \). A Datalog program is a finite set of Datalog rules. Please note that Datalog programs do not permit true function symbols, while Horn logic programs do [12].

A substitution \( \theta \) is a function from variables to terms, which is written in the following form
\[
\{x_1/t_1, \ldots, x_n/t_n\}
\]
(2)
where \( x_i s \) \((1 \leq i \leq n)\) are pair-wise distinct variables and \( t_i s \) \((1 \leq i \leq n)\) are terms (of the language \( \mathcal{L} \)). The application \( e\theta \) of \( \theta \) to an expression \( e \) is obtained from \( e \) by simultaneously replacing all occurrences of each variable \( x_i \) in \( e \) with the same term \( t_i \), and \( e\theta \) is called an instance of \( e \) [12]. The substitution \( \theta \) is ground if \( t_i \) contains no variables for every \( x_i/t_i \) in \( \theta \). If the instance \( e\theta \) of \( e \) contains no variable then it is a ground instance of \( e \). The ground of a Datalog program \( P \), written \( \text{ground}(P) \), is the set \( \bigcup_{r \in P} \text{ground}(r) \), where
\[
\text{ground}(r) = \{r\theta | r\theta \text{ is a ground instance of } r\}.
\]
(3)

**Lemma 1.** Let \( P \) be a Datalog program and \( Q \) be a Datalog program without variables. Then \( \text{ground}(P \cup Q) = \text{ground}(P) \cup \text{ground}(Q) \).

A (Herbrand) interpretation \( I \) is a set of atoms. An interpretation \( I \) satisfies a ground rule \( r \) if \( I \) satisfies \( \text{bd}(r) \) implies \( I \) satisfies \( \text{hd}(r) \). It satisfies a Datalog rule \( r \) if \( I \) satisfies every ground rule in \( \text{ground}(r) \). It satisfies a Datalog program \( P \) if it satisfies every rule in the Datalog program \( P \). We use \( \models \) to denote the satisfaction relation.

Formally speaking, two Datalog programs \( P_1 \) and \( P_2 \) are uniformly equivalent if \( P_1 \cup I \) and \( P_2 \cup I \) have the same least model, for each Herbrand interpretation \( I \) [13–15].

A rule \( r \) subsumes a rule \( r' \) if there exists a substitution \( \theta \) such that \( \text{hd}(r)\theta = \text{hd}(r') \) and \( \text{bd}(r)\theta \subseteq \text{bd}(r') \). In this case, \( r \) is more (or equally) general than \( r' \), and \( r' \) is less (or equally) general than \( r \). We denote it by \( r \preceq r' \). A rule \( r \) properly subsumes a rule \( r' \), written \( r \prec r' \), if \( r \) subsumes \( r' \) but \( r' \) does not subsume \( r \).

**Lemma 2.** Let \( r \) and \( r' \) be two rules s.t. \( r' \) mentions no variable. Then \( r \) subsumes \( r' \) if and only if there exists a rule \( r^* \in \text{ground}(r) \) s.t. \( r^* \) subsumes \( r' \).

Recall that Sagiv shows that every Datalog program \( P \) can be minimized under uniform equivalence by removing redundant atoms from bodies of rules and by removing redundant rules from \( P \) [13]. The following corollary follows from Sagiv’s minimizing algorithm.

**Corollary 1.** Let \( P \) be a Datalog program and \( r \) be a rule in \( P \).

(i) Let \( P' = (P \setminus \{r\}) \cup \{r'\} \) with \( \text{hd}(r') = \text{hd}(r) \) and \( \text{bd}(r') = \text{bd}(r) \setminus M \) where \( M \) is the least model of \( P \). Then \( P' \) and \( P' \) are uniformly equivalent.

(ii) Let \( P' = P \setminus \{r\} \). If there exists a rule \( r' \in P'' \) s.t. \( r' \preceq r \) then \( P' \) and \( P'' \) are uniformly equivalent.
3 Learning from Input and Output

In this section we formalize our inductive learning task from examples of input and output. An inductive learning algorithm for the learning task is presented and its properties are investigated.

3.1 The Learning Task

A background theory is a Datalog program. An example is a pair $\langle I, O \rangle$ with $I \subseteq O \subseteq A$, which means that the output is $O$ when the input is $I$. As Datalog programs are concerned in our learning scenario and the output of a Datalog program is normally taken as its least model, so the input $I$ must be contained in the output $O$ for the example $\langle I, O \rangle$.

In addition, when considering two examples $\langle I_1, O_1 \rangle$ and $\langle I_2, O_2 \rangle$ in a learning task, to guarantee the existence of a solution, they must satisfy the following conditions:

- $I_1 \subseteq I_2$ implies $O_1 \subseteq O_2$, \quad \text{(monotonicity)}
- $I_1 \subseteq O_2$ implies $O_1 \subseteq O_2$. \quad \text{(convergence)}

For instance, let $E = \{\langle\{p\}, \{p, q\}\rangle, \langle\{q\}, \{q, r\}\rangle\}$. There is no Datalog program $P$ such that the least model of $P \cup I$ is $O$ for every $\langle I, O \rangle$ in $E$. As a matter of fact, the two examples in $E$ violate the convergence condition.

Now we formalize the above constraints as the notion of coherence. A set $E$ of examples is coherent if

- $E \subseteq O$ for every $\langle I, O \rangle \in E$, and
- each two distinct examples in $E$ satisfy monotonicity and convergence.

Further more, a set $E$ of observations is consistent w.r.t. a background theory $B$ if $O \models B$ for every $\langle I, O \rangle$ in $E$. Now we are in the proposition to formalize our learning task.

Definition 1 (Inductive learning from Input and Output). An inductive learning task is, given a background theory $B$ and a set $E$ of examples, to find a hypothesis $H$ (a Datalog program) such that, for every example $\langle I, O \rangle$ in $E$, $O$ is the least (Herbrand) model of $B \cup H \cup I$.

The above inductive learning task is denoted by $ILT(B, E)$. A hypothesis $H$ of the inductive learning task $ILT(B, E)$ is called a solution to $ILT(B, E)$.

Example 1. Let us consider the following inductive learning tasks.

- Let $B_1 = \{p \leftarrow q\}$ and $E_1 = \{\{q\}, \{p, q\}\}, \{\{p\}, \{p, q\}\}$. Then $H_1 = \{q \leftarrow p\}$ is a solution to the inductive learning task $ILT(B_1, E_1)$.
- Let $B_2 = \{p(x) \leftarrow q(x)\}$ and $E_2 = \{\{q(a)\}, \{p(a), q(a)\}\}, \{\{p(a)\}, \{p(a), q(a)\}\}$. Then it is not difficult to verify that $H_2 = \{q(x) \leftarrow p(x)\}$ is a solution of $ILT(B_2, E_2)$. What’s more, one more general solution is $H'_2 = \{p(x) \leftarrow q(y)\}$. In the case $E'_2 = E_2 \cup \{\{q(b)\}, \{p(b), q(b)\}\}$, $H_2$ is still a solution to $ILT(B_2, E'_2)$, but $H'_2$ is not.
The following property identifies the sufficient and necessary condition for the ex-
sistence of a solution to an inductive learning task.

**Proposition 1.** Given an inductive learning task $\text{ILT}(B, E)$ where $B$ is a background theory and $E$ is a set of examples, there exists a solution $H$ to $\text{ILT}(B, E)$ if and only if $E$ is coherent and $E$ is consistent w.r.t. $B$.

Based on the above proposition, we assume that the given examples in $E$ are co-
herent and are consistent w.r.t. the background theory in the inductive learning task
$\text{ILT}(B, E)$ in what follows, unless explicitly stated otherwise.

### 3.2 An Inductive Learning Algorithm

In the following we present an algorithm for the inductive learning task. Firstly we
construct Datalog programs $P$ and $P^*$ for a given set $E$ of examples and a background
theory $B$ as follows.

**Definition 2.** Let $E = \{ (I_i, O_i) | 0 \leq i \leq n - 1 \}$ be a set of examples and $B$ a ground
background theory. We define the two Datalog programs $P$ and $P^*$ as follows:

$$ P = \bigcup_{0 \leq i \leq n} P_i \quad \text{and} \quad P^* = \bigcup_{0 \leq i \leq n} P_i^* $$

where

- $P_0 = P_0^* = B$,
- $P_{i+1} = \{ p \leftarrow I_i \mid p \in O_i \setminus I_i \}$ for $0 \leq i \leq n - 1$, and
- $P_i^* = \{ p \leftarrow (I_i \setminus M_i) \mid p \in O_i \setminus (I_i \cup M_i) \}$ for $0 \leq i \leq n - 1$, where $M_i$ is the
least model of $\bigcup_{0 \leq j \leq i} P_j^*$.

**Proposition 2.** Let $E$, $B$, $P$ and $P^*$ be as the ones in Definition 2. If $E$ is coherent
and it is consistent w.r.t. $B$ then $O_i$ is the least model of $P \cup I_i$ and $P^* \cup I_i$ for every
$i$ ($0 \leq i \leq n - 1$).

In this process of computing such rules, some simplifying techniques can be used
to refine these rules, e.g., removing being subsumed rules and removing redundant
atoms from rule bodies [13].

The next proposition shows that we can safely replace the input background theory
$B$ with $\text{ground}(B)$ in the algorithm $\text{LFIO}$.

**Proposition 3.** Let $E$ a coherent set of examples, $B$ be a background theory such that
$E$ is consistent w.r.t. $B$, $P = \text{LFIO}(B, E)$ and $P^* = \text{LFIO}(\text{ground}(B), E)$. Then
$\text{ground}(P) = \text{ground}(P^*)$.

Now we can show the soundness of the inductive learning algorithm $\text{LFIO}$.

**Theorem 1.** Algorithm 1 is sound, viz, if $E$ is coherent and it is consistent w.r.t. $B$ then
$O$ is the least model of $B \cup \text{LFIO}(B, E) \cup I$ for every $(I, O) \in E$. 

Algorithm 1: LFIO(B, E)

Input: E: a set of observations, B: a background theory
Output: A Datalog program P
1 \( P \leftarrow \emptyset; \)
2 foreach \((I, O) \in E\) do
3 \( M \leftarrow \) the least model of \(B \cup P\);
4 foreach \( p \in O \setminus (M \cup I) \) do
5 Let \( r \) be the rule \( p \leftarrow (I \setminus M) \);
6 if \( \not\exists r' \in B \cup P \) such that \( r' \preceq r \) then
7 Remove each rule \( r'' \) with \( r \preceq r'' \) from \( P \);
8 \( P \leftarrow P \cup \{r\} \);
9 end
10 end
11 end
12 return \( P \);

Proof. Let \( P = B \cup LFIO(B, E) \), \( E = \{\langle I_j, O_j \rangle | 0 \leq j \leq n - 1 \} \). Since \( ground(P \cup I_j) = ground(P) \cup I_j \) for every \( j \) \((0 \leq j \leq n - 1)\) by Lemma 1, we can assume that \( B \) is ground by Proposition 3, so that \( ground(P \cup I) = P \cup I \) for each \((I, O) \in E\). By Corollary 1, removing subsumed rules preserves the least model, this implies that we can further assume the condition of the algorithm LFIO (line-6) is tautology, namely, every such rule at line-5 is always added into \( P \). In this case, \( B \cup P \) is exactly the logic program \( P^* \) in Proposition 2. It follows that \( O \) is the least model of \( P \cup I \) for each \((I, O) \in E\) by Proposition 2.

3.3 Properties of the Algorithm

In the following we investigate the properties of the proposed inductive learning algorithm. On the one hand, this algorithm is modular and can be incrementally implemented; on the other hand, the algorithm can also be simplified.

The next proposition shows that the algorithm is modular.

Proposition 4. Let \( E = E_1 \cup E_2 \) be a coherent set of examples which is consistent w.r.t. a background theory \( B \). Let \( P_1 = LFIO(B, E_1) \) and \( P_2 = LFIO(B, E_2) \). Then \( O \) is the least model of \( B \cup P_1 \cup P_2 \cup I \) for every \((I, O) \in E\).

The following proposition shows that the inductive learning algorithm can be incremental.

Proposition 5. Let \( E = E_1 \cup E_2 \) be a coherent set of examples which is consistent w.r.t. a background theory \( B \), and \( E_1 \cap E_2 = \emptyset \). Let \( P_1 = LFIO(B, E_1) \) and \( P_2 = LFIO(B \cup P_1, E_2) \). Then \( O \) is the least model of \( B \cup P_2 \cup I \) for every \((I, O) \in E\).

As a matter of fact, the input examples of \( E \) in the algorithm LFIO can be somehow simplified. Firstly, in the case \( I = O \) for some \((I, O) \in E\), no rule is added in terms of the algorithm LFIO. This kind of example can be safely discarded. Formally, we denote \( E = \{\langle I, O \rangle \in E | I \neq O \} \).
Furthermore, Two examples $\langle I_1, O_1 \rangle$ and $\langle I_2, O_2 \rangle$ are equivalent if $O_1 \setminus I_1 = O_2 \setminus I_2$. For a set $E$ of examples and an example $\langle I, O \rangle \in E$, the equivalent class of $\langle I, O \rangle$ is the set $\{\langle I', O' \rangle \in E \mid O' \setminus I' = O \setminus I\}$, we denote by $\{\langle I, O \rangle\}^m_E$ the set of examples in the equivalent class $\{\langle I, O \rangle\}^E$ such that $I$ is minimal among the set $\{I' \mid \langle I', O' \rangle \in \{\langle I, O \rangle\}^E\}$; and by $[E]^m$ we denote the set $\bigcup_{\langle I, O \rangle \in E} \{\langle I, O \rangle\}^m$. For instance, for the set $E$ of examples in the last paragraph, we have $[E]^m = \{\langle \emptyset, \{p\}\rangle\}$.

**Proposition 6.** Let $E$ be a coherent set of examples which is consistent w.r.t. a background theory $B$, $P_1 = \text{LFIO}(B, E)$ and $P_2 = \text{LFIO}(B, [E]^m)$. Then $B \cup P_1 \cup I$ and $B \cup P_2 \cup I$ have the same least model $O$ for each example $\langle I, O \rangle$ in $E$.

### 4 Related Work

As far as we know, the existing inductive learning paradigms do not consider both input and output in observations [2, 3]. Among the well-known learning settings, including learning from entailment [6], learning from interpretation [5] and learning from proofs [7], the closest one to our learning setting is the paradigm of learning from interpretation transition [16].

In the paradigm of learning from interpretation transition, an example is a pair $\langle I, J \rangle$ where $I$ and $J$ are interpretations (an interpretation is a set of propositional atoms). This learning task is, for a given set $E$ of examples, to find a normal logic program $P$ such that $T_P(I) = J$ for every $\langle I, J \rangle$ in $E$. Though, the operator $T_P$ [17] is defined for normal logic program, which is more general than Datalog programs, our learning task requires the output of $P$ is $J$ if the given input is $I$, i.e., $J$ is the least model of $P \cup I$. In other words, the semantics of Datalog programs considered in the paper is the least model, instead of the one-step interpretation transition $T_P$ in [16].

In addition, the inductive learning task in the paper is also different from FOIL [18], which learns Horn clauses from data expressed as relations. Unlike FOIL, our learning task has no target predicates, and examples are not restricted to target predicate.

The form of examples in our learning setting is also different from the one in s-statistic learning [7], for which training data consist of input-output pairs $(x, y)$ where $y$ indicates the classification or regression for the instance $x$.

### 5 Concluding Remarks

In this paper we proposed a new inductive learning framework for which an example is a pair of input and output. The output is the least (Herbrand) model of a solution to an inductive learning task together with its background theory and input. A modular and incremental inductive learning algorithm was presented for this inductive learning task.
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