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Abstract. The $\theta$-subsumption test is known to be a bottleneck in Inductive Logic Programming. The state-of-the-art learning systems in this field are hardly scalable. So we introduce a new $\theta$-subsumption algorithm based on an Actor Model, with the aim of being able to decide subsumption on very large clauses. We use Akka, a powerful tool to build distributed actor systems based on the JVM and the Scala language.
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1 Introduction

$\theta$-subsumption has been introduced by Robinson [23] to replace the logic implication which is undecidable [16]: a clause $C$ $\theta$-subsumes a clause $D$ if and only if there exists a substitution $\theta$ such that $C\theta \subseteq D$.

Most of the Inductive Logic Programming (ILP) systems ([18, 22, 26, 19]) use $\theta$-subsumption to check that a hypothesis covers an example. $\theta$-subsumption is at the core of those systems, because the completeness and consistency of new candidate hypotheses require a large amount of subsumption tests against the examples.

$\theta$-subsumption is decidable and equivalent to logical implication when $C$ is not self-resolving and $D$ is not tautological [12]. Unfortunately, the worst case time complexity of $\theta$-subsumption is $O(|D|^{|C|})$ even when $C$ and $D$ are Horn clauses and $D$ is fixed and ground. The basic $\theta$-subsumption algorithm, based on SLD-resolution used in Prolog, is inefficient when the predicates are not determinate [18, 14]: there are many ways of mapping with the literals of $C$ onto literals in $D$ leading to a combinatorial explosion.

Many researches have achieved to design efficient $\theta$-subsumption algorithms [11, 14, 25, 17, 5, 6, 15, 24]. Nevertheless, the scalable subsumption problem for distributed platforms received far less attention. Although researches have been conducted to make ILP capable of dealing with large data in a parallel environment (for instance [28, 7, 8, 4, 27]), as far as we know, no system focuses on $\theta$-subsumption under modern framework and paradigms.

1 See for instance [6] for a survey of most of those quoted works.
Our motivation is to design a simple, general model without any specific heuristic or parameters for a scalable subsumption engine that could easily be integrated into relational machine learning systems using distributed big-data platforms. In this paper, we show how to model $\theta$-subsumption than can be run on cloud computers, and present preliminary results.

The rest of this paper is organized as follows. Section 2 introduces preliminaries used in the paper. In section 3 we present our new $\theta$-subsumption modelling based on Actor Model. Section 4 describes the implementation of our model and gives the empirical preliminary results. Last section concludes and suggests future research.

2 Preliminaries

We consider here the $\theta$-subsumption between two clauses $C$ and $D$. We will use the term $\theta$-subsumes whatever the name of the involved substitution is. We assume that $C$ and $D$ are function-free definite Horn clauses, $C$ may contain variables and constants and $D$ is variable-free (ground). In our context a (ground) substitution is a finite set \{\(X_1/v_1, \ldots, X_n/v_n\)\} where $X_1$ is a variable and $v_1$ is a constant (a variable appears only once in a substitution). A substitution is applied to a first order formula to substitute variables with constants. For instance let $\theta = \{X/a, Y/b\}$ then $p(X,Y,Z)\theta = p(a,b,Z)$. Two substitutions $\theta_1$ and $\theta_2$ are not compatible if they assign two distinct values to the same variable. For instance $\theta_1 = \{Y/a\}$ and $\theta_2 = \{Y/b\}$ are not compatible. Conversely, the union of two compatible substitutions is a valid substitution: each variable appears only once. Let us introduce an example of $\theta$-subsumption that will be used throughout this paper:

Example 1

\begin{align*}
C &= t(X) \leftarrow p(X,Y,Z) \land q(Z,T) \land r(T,U). \\
D &= t(a) \leftarrow p(a,b,c) \land q(c,e) \land r(e,g) \land p(a,b,d) \land q(d,f) \land r(f,g) \land r(e,f,g). 
\end{align*}

Example 1 shows that $C\theta \subseteq D$ both for $\theta = \{X/a, Y/b, Z/c, T/e, U/g\}$ and $\theta = \{X/a, Y/b, Z/d, T/f, U/g\}$. Let us consider the following properties that will be used in our model:

Property 1. $C$ $\theta$-subsumes $D$ if and only if

1) there exists a substitution $\alpha$ only referring to the variables of $\text{head}(C)$, such that $\text{head}(C)\alpha = \text{head}(D)$ and,

2) there exists a substitution $\mu$ only referring to the variables of $\text{body}(C)\alpha$, such that $\text{body}(C)\alpha\mu \subseteq \text{body}(D)$.

Proof. $C\theta \subseteq D$ is equivalent to $\text{head}(C)\theta = \text{head}(D)$ and $\text{body}(C)\theta \subseteq \text{body}(D)$.

$\Rightarrow$: Assume $C\theta \subseteq D$, then $\theta$ can be split into three substitutions: $\alpha$ only referring the variables of $\text{head}(C)$, $\mu$ only referring the variables of $\text{body}(C)\alpha$ and $\gamma = \theta \setminus (\alpha \cup \beta)$. $\Leftarrow$: Assume 1) and 2) hold, then $C\theta \subseteq D$ with $\theta = \alpha \cup \mu$. \qed
Example 1 we have $\text{head}(C)\alpha = \text{head}(D) = t(a)$ with $\alpha = \{X/a\}$, and $\text{body}(C)\alpha = \{p(a,Y,Z), q(Z,T), r(T,T,U)\}$. For $\mu = \{Y/b, Z/c, T/e, U/g\}$ we have $\text{body}(C)\alpha \mu \subseteq \text{body}(D)$. Thus $C \theta$-subsumes $D$ with $\theta = \alpha \cup \mu$.

**Property 2.** Let $A = \{a_1, \ldots, a_n\}$ be a conjunction of literals and $B$ be a conjunction of ground literals. Then $A \theta$-subsumes $B$ if and only if there exists a set of compatible substitutions $\{\mu_1, \ldots, \mu_n\}$ such that $a_i \mu_i \in B$ ($1 \leq i \leq n$).

**Proof.** $A\mu \subseteq B \iff \{a_1 \mu, \ldots, a_n \mu\} \subseteq B \iff$ there exists a set of compatible substitutions $\{\mu_1, \ldots, \mu_n\}$ with $\mu = \mu_1 \cup \ldots \cup \mu_n$ and where $\mu_i$ refers to the variables of $a_i$, such that $\{a_1 \mu_1, \ldots, a_n \mu_n\} \subseteq B \Rightarrow a_i \mu_i \in B$ ($1 \leq i \leq n$).

Let us consider $A = \text{body}(C)\alpha$ and $B = \text{body}(D)$ mentioned above. We notice that $A\mu \subseteq B$ with $\mu = \mu_1 \cup \mu_2 \cup \mu_3$ where $\mu_1 = \{Y/b, Z/c\}$, $\mu_2 = \{Z/c, T/e\}$ and $\mu_3 = \{T/e, U/g\}$.

So, according to properties 1 and 2, the subsumption problem of two clauses $C$ and $D$ can be modelled as:

1. seek a substitution $\alpha$ only referring the variables of $\text{head}(C)$ such that $\text{head}(C)\alpha = \text{head}(D)$,
2. if step 1 succeeds: (let $\text{body}(C)\alpha = \{a_1, \ldots, a_n\}$) find a set of compatible substitutions $\{\mu_1, \ldots, \mu_n\}$ where $\mu_i$ only refers the variables of $a_i$, such that $a_i \mu_i \in \text{body}(D)$ ($1 \leq i \leq n$),
3. if step 2 succeeds: output the substitution $\theta = \alpha \cup \mu_1 \cup \cdots \cup \mu_n$.

Step 1 is very easy to check, so the new model of $\theta$-subsumption we introduce in the next section focuses on step 2.

### 3 $\theta$-subsumption based on an Actor Model

The general problem addressed in this section is: given a (usually non-ground) conjunction $A = \{a_1, \ldots, a_n\}$ and a ground conjunction $B$, find a set of compatible substitutions $\{\mu_1, \ldots, \mu_n\}$ such that $\mu_i$ refers only the variables of $a_i$ and $a_i \mu_i$ belongs to $B$ ($1 \leq i \leq n$). To solve this problem we introduce an original subsumption procedure based on an Actor Model.

#### 3.1 Actor Model

The Actor Model has been used as the theoretical basis for several practical implementations of concurrent systems [13]. It was motivated by the prospect of highly parallel computing machines communicating via a high-performance communications network [2, 1]. An actor is a computational entity linked to some other actors forming a graph, automata or network. Actors may modify private state, but can only affect each other through asynchronous messages. The message-driven framework of the Actor Model is well adapted to represent the $\theta$-subsumption process introduced in the next section.
3.2 New $\theta$-subsumption modelling based on an Actor Model

To solve the $\theta$-subsumption problem between two conjunctions $A$ and $B$ we start by building an actor network from $A$. Then we send the atoms of $B$ to the network which outputs the first (or all) substitution(s) ensuring the $\theta$-subsumption and a message "end". If there is no possible substitution it will only produce the message "end".

**Building the network** The network (actually a directed graph) is made of four types of actors as illustrated Figure 1:

![Figure 1. Actors network built from a conjunction $A = \{a_1, \ldots, a_n\}$.](image1)

![Figure 2. Actors network built from the conjunction $A = \{p(a,Z), q(Z,T), r(T,T,U)\}$. It illustrates how the message $p(a,b,c)$ circulates in the network.](image2)

The input actor is the single input of the network. Each message it receives is a ground atom from $B$. 
the substitution actor (represented by a circle): each one is associated with an atom \( a_i \) of \( A \) and is devoted to build substitutions from ground atoms it receives.

the join actor (represented by a rectangle) has two parents and is devoted to join the compatible substitutions provided by his parents (like a beta node in a RETE network [9]). It has two internal memories (left and right) to store the substitutions provided by its left and right parents.

the output actor is the single output of the network. It receives the final substitutions (if they exist) establishing the \( \theta \)-subsumption between \( A \) and \( B \).

If we do not consider the input and output actors the network is a full (proper) binary tree where the substitution actors are the leaves, all the other nodes being join actors. A single join actor, the root of the tree, is linked with the output actor (Algorithm 1 presents the way we build the whole network).

**Algorithm 1** Building the actors network

```plaintext
buildNetwork(A)  /* A = \{a_1, \ldots, a_n\} is a conjunction of n literals */
begin
  create the output actor out ;
  buildTree(out, n) ; /* build the tree of join and substitution actors */
  S = \{s_1, \ldots, s_n\} ← leaves(out) ; /* get the substitution actors of the tree of root root */
  /* the leaves of the tree are stored during the building, so this operation is in \( O(1) \). */
  create the input actor in ;
  for i ← 1 to n do
    link s_i with in ;
    set \( a_i \) as internal label of \( s_i \) ;
  end for
  return in ;
end.

buildTree(j, n)  /* j: join (or output) actor of the preceding level */
/* n: number of leaves still to consider */
begin
  if n = 1 then
    create a substitution actor a and store it ; /* a new leaf for the tree */
  else
    create a join actor a ;
    buildTree(a, n/2 + n mod 2) ;
    buildTree(a, n/2) ;
  end if
  link a to j ;
end.
```

The network contains \( 2n + 1 \) nodes: \( 2n - 1 \) nodes in the tree (\( n \) substitution actors and \( n - 1 \) join actors) plus the input and output nodes) so the time complexity to build the network is \( O(n) \).
The $\theta$-subsumption process

Let us illustrate how such a network is used to check the subsumption through the network presented in Figure 2 built from the conjunction $A = \text{body}(C)\alpha = \{p(a,Y,Z), q(Z,T), r(T,T,U)\}$ where $C$ is the clause given in Example 1. We also assume that the atoms of $B = \text{body}(D) = \{p(a,b,c), p(a,b,d), q(c,e), q(d,f), r(e,c,g), r(f,f,g), r(e,f,g)\}$ are sent to the network:

- When a ground atom $b$ of $B$ is provided to the input actor, this actor sends $b$ to all substitution actors associated with the atoms of $A$ built from the same predicate as $b$, ex) the input actor receives $b = p(a,b,c)$, then it sends $p(a,b,c)$ to the actor $p(a,Y,Z)$.

- When a substitution actor associated with an atom $a_i$ of $A$ receives a ground atom $b$ it checks if there exists a substitution $\mu_i$ such that $a_i\mu_i = b$. If $\mu_i$ exists the actor sends it to the single join actor with which it is linked. ex) $b = p(a,b,c)$ and $a_i = p(a,Y,Z)$ then the substitution $\mu_i = \{Y/b, Z/c\}$ is sent to the join actor $j_1$, if $b = p(e,b,c)$ no substitution is sent. The worst case complexity to check if there exists $\mu_i = b = O(|v.ln(v)|)$ where $v$ is the common arity of $a_i$ and $b$ ($ln(v)$ is the worst case complexity to access any argument of $a_i$ and $b$).

- When a join actor receives a substitution $\mu$ from its left (right) parent it first stores it in its left (right) internal memory. Then, it joins $\mu$ with each compatible substitution $\delta$ found in its right (left) memory and sends $\mu \cup \delta$ to its single successor. ex) the join actor $j_1$ receives $\mu = \{Y/b, Z/c\}$ from its left parent, then it stores it in its left memory. Assume the right memory of $j_1$ contains the substitutions $\delta_1 = \{Z/c, T/e\}$ and $\delta_2 = \{Z/d, T/f\}$. Thus $\mu \cup \delta_1 = \{Y/b, Z/c, T/e\}$ is sent to the successor of $j_1$, while $\mu \cup \delta_2 = \{Y/b, Z/c, Z/d, T/f\}$ is not considered because it is not a valid substitution. The complexity to check that $\mu$ and $\delta$ are compatible is $O(|\mu|.|ln(\mu)|)$ (we assume that $\mu$ and $\delta$ have approximately the same size). So the number of operations made by a join actor when it receives a message $\mu$ is in $O(|\mu|.|ln(\mu)|)$ where $m$ is the current size of the right (left) memory.

- When the output actor receives a substitution $\mu$ it displays $\mu$ as a solution ($A\mu \subseteq B$). If we do not want any other solutions, the process terminates, otherwise the actor waits for other substitutions.

We use the network by sending all atoms of $B$ to the input actor. To ensure that the activity of the network stops we send a specific end-message to the input actor when the latest atom of $B$ has been sent. The end-message is broadcasted through the network to the output actor which terminates the process. Notice that when a join actor receives the end-message from one of its parents it waits for another end-message to come from its other parent before sending it to its successor and finally terminating itself.

Let us show that every substitution produced by the network is correct:

Property 3. Let $A$ be a conjunction of literals and $B$ be a conjunction of ground literals. Let $\text{net}(A)$ be the actor network built from $A$. If we send the atoms of
$B$ to the input actor of $\text{net}(A)$, then every subsumption $\mu$ arriving to the output actor satisfies $A\mu \subseteq B$.

Proof. The behaviors of substitution actors and join actors are defined to produce only valid substitutions, so only valid substitutions circulate in the network, as a consequence $\mu$ is a valid substitution. Moreover, according to the tree structure of the network (minus the input actor) $\mu = \mu_1 \cup \ldots \cup \mu_n$ where $\mu_i$ ($1 \leq i \leq n$) is a substitution produced by the substitution actor $a_i$ when it receives a ground atom $b$ of $B$, with $a_i\mu_i = b$. Thus, for $1 \leq i \leq n$, we have $a_i\mu_i \in B$ and consequently $A\mu \subseteq B$ (property 2).

Now let us prove that every substitution satisfying the $\theta$-subsumption between $A$ and $B$ is produced by the network (only if we do not stop the process when the first solution is seen):

Property 4. Let $A$ be a conjunction of literals and $B$ be a conjunction of ground literals. Let $\text{net}(A)$ be the actor network built from $A$. If we sent all atoms of $B$ to the input actor of $\text{net}(A)$ then the output actor will receive every substitution $\mu$ such that $A\mu \subseteq B$.

Proof. All atoms of $B$ are sent to the input actor which distribute them to the appropriate substitution actors $a_i$s. Therefore, each actor $a_i$ produces all the substitutions $\mu_i$ such that $a_i\mu_i \in B$. Moreover, each join actor produce all the unions of compatible substitutions coming from its parents. So the output actor receives all compatible unions $\mu_1 \cup \ldots \cup \mu_n$. According to property 3, each one of them is a solution.

4 Experiments

We first describe the implementation of the Actor Model introduced in section 3.2. Then we describe the data-set used in our experiments, and finally we present some performance analysis.

4.1 Actors implementation

Several programming languages implement the Actor Model. In this work we use the Akka [3] toolkit which is integrated to Scala [20], [21], a multi-paradigms (mainly functional) programming language built on the Java Virtual Machine. The parallelism in an Akka actor system relies on the dispatcher that is used. A dispatcher is a process that optimizes the workload and exchange of messages between different actors, according to the available computational resources (threads). The two main parameters of the dispatcher are the parallelism-max value, and the executor throughput. The parallelism-max value limits the number of threads to be used for computation. The executor throughput value sets the maximum number of messages of an actor to be processed by a thread before it jumps to the next actor in the execution queue. The higher the throughput, the more time will threads spend on each actor of the queue.
4.2 Dataset

We ran our implementation on the same piece of data with several distinct parameters values. The goal is to observe how the Actor Model behaves when running on different parallelism configurations and ultimately to have an idea of how our model would be able to scale up to a distributed environment. The dataset were generated to be similar in form and complexity to the instances of the Phase Transition problem [10]. The subsumer consists of a single clause with 30 literals, 4 distinct predicate symbols with an arity of 2 or 3. There are 8 distinct variable symbols. The subsumee example has the same properties, but holds 200 literals instead of 30. It is built to be subsumed by the hypothesis. Note that we have run the test to only find the first possible solution.

We have run the same subsumption test (with the same subsumer and subsumee) multiple times with executor throughput values ranging from 1 to 1000 and the parallelism-max parameter ranging from 1 to 4 (which means that the number of dedicated threads ranged from 1 to 10). The program was built on the SBT 2.3.12, Scala 2.11.7 and Akka 2.4.4 versions. All the computing was done on an Intel Core i7-5600U CPU running at 2.6GHz with 8GB of RAM and a 64 bits Linux system.

4.3 Performances

<table>
<thead>
<tr>
<th>throughput</th>
<th>pmax</th>
<th>comp. time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 [1]</td>
<td>3296</td>
</tr>
<tr>
<td></td>
<td>2 [3]</td>
<td>619</td>
</tr>
<tr>
<td></td>
<td>3 [7]</td>
<td>499</td>
</tr>
<tr>
<td></td>
<td>4 [10]</td>
<td>605</td>
</tr>
<tr>
<td>10</td>
<td>1 [1]</td>
<td>3214</td>
</tr>
<tr>
<td></td>
<td>2 [3]</td>
<td>427</td>
</tr>
<tr>
<td></td>
<td>3 [7]</td>
<td>269</td>
</tr>
<tr>
<td></td>
<td>4 [10]</td>
<td>329</td>
</tr>
<tr>
<td>100</td>
<td>1 [1]</td>
<td>3620</td>
</tr>
<tr>
<td></td>
<td>2 [3]</td>
<td>650</td>
</tr>
<tr>
<td></td>
<td>3 [7]</td>
<td>317</td>
</tr>
<tr>
<td></td>
<td>4 [10]</td>
<td>148</td>
</tr>
<tr>
<td>1000</td>
<td>1 [1]</td>
<td>7371</td>
</tr>
<tr>
<td></td>
<td>2 [3]</td>
<td>1271</td>
</tr>
<tr>
<td></td>
<td>3 [7]</td>
<td>403</td>
</tr>
<tr>
<td></td>
<td>4 [10]</td>
<td>411</td>
</tr>
</tbody>
</table>

Fig. 3. Mean computation time for each different dispatcher configuration (pmax means parallelism max). The value between brackets shows the effective number of threads used for the corresponding configuration.

Fig. 4. Running time for each different dispatcher configuration. The value between brackets shows the effective number of threads used for the corresponding configuration.
In Figure 3 and Figure 4, we can see that both parameters have an impact on the running time. The increase of the parallelism-max value has a significant impact. Please keep in mind that the number of actors is directly linked to the number of literals the hypothesis (subsumer) holds. This means that for a bigger clause, the cost-efficiency of parallelism would be higher.

We used a monitoring tool called Kamon to track the number of messages that each actor are storing in their mailbox (because they are busy processing other messages) throughout time. Figure 5 shows the bottom-end topology of our actor system running on the afore-mentioned dataset. The other actor were cut out of the figure because they completed all of their tasks within several seconds of execution. Since our monitoring tool allows us to collect statistical metrics every 10 seconds, no relevant information about them could be collected in such a short time-period. Figure 6 shows the metrics collected while running the program on the same dataset, with a throughput value of 1000 and the parallelism-max parameter set to 4. We can see that within the first 20 seconds, the actor A processes several messages. These are the messages coming from the right branch. It is then idle, because the upstream actors from the left branch are not sending any messages yet. The actor D shuts down after 30 seconds, leaving only three actors up and running. Some substitution candidates eventually reach the end of the workflow after 3 minutes. Then the actor A finds a solution substitution and the whole system shuts down. In this case, actor B appears as a bottleneck of our actor-system, cumulating over 200,000 messages at once. A possible optimization is to focus the parallelism effort on this specific actor to speed-up the whole workflow. Of course, the location of this bottleneck within the topology is highly dependent on the data. Thus, in order to achieve this optimization, we would need to programatically identify the actors whose mailbox sizes reach a certain threshold.

5 Conclusion and perspectives

We have created an original \(\theta\)-subsumption model, which shows a great scalability potential and proves parallelization of the \(\theta\)-subsumption test worthy of interest. Notice we have investigated a model of \(\theta\)-subsumption founded on Mapreduce in the Spark framework [29]. It proved to be inadequate due to the fact that Mapreduce is not designed to deal with problems where we check the existence of a solution. On contrary, we show that Actor Modeling is indeed effective at reducing the running time, thus we can construct ILP models that efficiently use big data technologies. Due to a lack of time we did not compare the implementation of our model with classical state-of-the-art solutions like Subsumer [24], Django[17] or Resumer[15]. We must also refine our model by applying the major ILP optimizations, like clause partitioning and linked variables analysis.

We have just implemented a distributed version of our model and started our first distributed experiment using the Grid’5000 testbed, supported by a
Fig. 5. The bottom-end of the actor-system.

Fig. 6. Metrics collected for the actors of the bottom-end of the system.
scientific interest group hosted by Inria and including CNRS, RENATER and several Universities as well as other organizations (see https://www.grid5000.fr). Although promising, our distributed implementation is not yet mature enough to discuss the results.

We also consider using different topologies of the actor network in order to reduce the bottle-neck phenomenon we discussed earlier. Finally, we are investigating another Actor Model for scalable $\theta$-subsumption where the actors are the subsumee’s literals instead of the subsumer’s literals. This would lead to an increasing number of actors but an important reduction of the workload for each individual actor.
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